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CHAPTER 6

NumERICcAL RESULTS

In this chaprer, we present the numerical results from both the queueing models and
the simulations, and discuss the implications of such results. Firstly, we compare the
numerical results from the M1%1/D/1/% queueing model and those from the
simulations on the ATM switch, for the case with no discarding. The factors affecting
the accuracy of the queueing model are investigated. The queue statistics of the
MUs1/[)/1/% quéueing model are then presented for studying the performance of

an ATM data switch. Secondly, we compare the numerical results from the

MU=1/1)/1 queueing model with threshold and those from the simulations on the
M1z

ATM switch when the PDS is operational. The queue statistics of the
queueing model with threshold are then presented for studying the behaviour of the

PDS and selecting the threshold value. Moreover, we use our queueing model.s to

study the goodput characteristics, with different threshold values for the PDS and

with different buffer sizes for the Cell Discard Strategy. Finally, we compare the
performance of the PDS and that of the Cell Discard Strategy. We also present the
buffer overflows above threshold

results of two simulations to illustrate the effects of

When PDS is operational.
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In both the queueing models and the simulations, we employ the Poisson arrival
process to understand the behaviour of the systems under consideration. For this
purpose, our calculations and simulations are performed over a range of traffic
intensities, including gross overload. Different packet-size distributions as listed in
Table 7.1 are used. The distributions designated as A1, and 1M, correspond to those
which may be regarded as typical for a LAN and MAN respectively and therefore
would have relevance to an ATM data network. For comparison, we also considered
fixed length packet sizes. The packet sizes designated F,; and F,, are close to the
respective means of Aras, and anv, . For the simulations with the distributions #;,, and
ats, the run time corresponded to 2,000,000 cell periods, and for . and af,
10,000,000. Instead of running the same simulation for many times to get an

averaged result, we run each simulation long enough to produce quasi-static results.

Packet Size Distributions Size Probability
Fo 8 1
’ Moy 45 1
2 0.73
3 0.03
MM 1 0.03
21 0.03
32 0.18
1 02
10 0.1
30 0.1
AtM, 50 0.1
65 0.2
80 03

Tahle 7.1: Packet Size Distributions
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In all the simulations we performed, ten TEs were generating traffic in each link and
the traffic intensity at each input port was kept at a constant 80% of the link capacity

while the amount of traffic routed from each input port to the designated output link

could produce a loading ranging from 70% to 500%.

6.1 Comparison of Cell Arrivals with Switching and Group Arrivals

In this section. we compare the numerical results from the MU1/D/1 /= queueing
system and those from the simulations of the ATM switch. Recall that with the
M¥1/D/1/% queueing system we have group arrivals while in the simulations we
have superposition of cell arrivals. In this comparison, no discard strategy is
employed and we compare the characteristics of the two arrival patterns in terms of
the tail distribution of their respective output buffer occupancy. We observe that the

tail distributions associated with the two arrival patterns are close to each other and
e number of input links to the

this relationship is affected by three factors, namely th
of an output link.

switch, the traffic loading of an output link and the service rate

6.1.1 Number of input links

Firstly, we study the behaviour of the output buffer occupancy with various number
For this purpose, we consider three

of input links (¥ ) and unlimited bufTer capacity.
traffic

ATM switches with two, five and ten input links respectively. The amount of
d output port produces a loading of 80%.

utions and result for MM, is
results from the M1=1/D/1

routed from each input port to the designate
The simulations run for different packet size distrib

presented in Figure 7.1 together with the corresponding

queueing model.
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Figurc 7.1: Number of Links - the cffects of varving the number of links (¥ - 2,510)in the
simulation modecl whilc the parameters in the qucucing modecl arc unchanged, for the casc
with the AfA/, distribution and p - 0.80.
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Tt can be observed from Figure 7.1 that the higher the number of input links, the more

likely that the actual system behaves like a M{*1/D/1 queueing model and the latter
provides a conservative bound for the former. This applies to other packet size
distributions as well and the results with p = 0.8 and ¥ = 10 are shown in

Figure 7.2. In this figure, it seems that the vertical distances between the tow tail |
distributions is a constant value which varies with different packet size distribution.
In other words, the two tail distributions follow the same curvature. For this reason,
we set the number of:links to be ten in all the simulations used for the modelling of

the PDS and the comparisons between the PDS and the Cell Discard Strategy in the

subsequence sections.
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Figure 7.2: 10 Input Links - for the case with 10 input links and p - 0.80, the comparison of
the qucucing modcl and the simulations with cach of the packet size distributions (F g , MAL, ,
Fy5 and AQ,).

. . — Mpin
Fog MM, 17 o, MM, —— 7 7

r

0 100 200 300 400 500

log [Pr{cells in system > r} ]

s+ 6.1.2 Traffic intensity

Secondly, we study the behaviour of the output buffer occupancy with different levels
of traffic intensity at the output port and unlimited buffer capacity. For this purpose,
we consider a ten port ATM switch. The amount of traffic routed from each input
port to the designated output port produces a loading of 70%, 80% and 90%. The
simulations are run for different packet size distributions and results MM, are

presented in Figure 7.3 together with the corresponding results from the MIx1/D/1

queueing model.
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Figure 7.3: Traffic Intensity - the cffects of varying the traffic intensity (p - 0.70,0.80.0.90),
for the casc with the AfAf, distribution and ¥ - 10
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1t can be observed from Figure 7.3 that the higher the traffic intensity at the output
/port, the more likely that the actual system behaves like a M1*1//>/1 queueing

model and the latter provides a conservative bound for the former. As the service

process of both the queueing model and the simulation model are the same, the

implication of this relationship is that the two arrival process are getting more similar

to each other as the offered load increases.

6.1.3 Rate adaptation

Next, we study the behaviour of an ATM switch output buffer when the service rate

is less than that of an individual incoming link. An exampleisa slow TE connected to
e distribution for this experiment. The
t port to the desi gnated

link

a concentrator. MM, is used as the packet siz
simulations run for the amount of traffic routed from that inpu
output to produce loadings of 70% and 80%. In each case, the ratio of incoming
rate to the service rate is varied with ratios 3:1, 4:1 and 12:1. 1t should be noted that if
the service rate is equal to that of an incoming link and traffic is amriving from a single

link than buffers are needed only for synchronization. Results are presented in
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Figure 7.4 together with the corresponding results from the M!*)/D/1 queueing
model.

Figure 7.4: Rate Adaptation - the effects of changing the traffic rate ratio (incoming link rate:
service rate = 3:1, 4: 1, 12:1), for the case with the A714, distribution, p = 0.80, 0.90 and
No=1, i
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It can be observed from Figure 7.4 that the higher the ratio of incoming link rate to

the service rate, the more likely that the actual system behaves likea M51/D/1

queueing model and the latter provides a conservative bound for the former.

»”

6.1.4 The application of the M!*1/D/1/= queueing model
The Mx1/1)/1 /% queueing model can be used 1o study the behaviour of an ATM

data switch. In the comparisons of the two ari val patterns made in the previous
val patterns are generated according to the same

r words, the number of
e. The difference

sub-sections, the packets in both arn

process, and the traffic intensity is also the same. Tn othe
output buffer are the same on averag
e cells of the packets arrive at the output

nce increases or when the traffic
arrive at the same instant

en cell

packets directed to the tagged
between the two arrival patterns is how th
buffer. We observed that when the level of converge

intensity increases, the probability of superposition of cells
ors affect the rel ationship betwe

increases. This may explain how the fact
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arrivals and group arrivals, however, the detail analysis of this relationship is the
subject of ongoing work. In this thesis, this relationship shows that our queueing
model is a good approximation of the cell arrival pattern which occurs within an
ATM data switch. Hence we make use of this relationship to support our queueing
model to be used as a tool for studving the behaviour of an ATM data switch. To
study this behaviour, we consider the queue statistics obtained from the

M1/1)/1/2 queue. For a given packet size distribution, Figure 7.5 shows how
the queue occupancy varies with the traffic loading in the range 50 to 90%. We
observed that with a higher traffic intensity level, the probability of having a
particular buffer occupancy level is higher. This applies to all the packet size
distributions considered. On the other hand, Figure 7.6 shows how the queue
occupancy varies with the packet size distribution. Note that with the same mean on
packet sizes, a higher variability in the packet length distribution results in a higher
queue occupancy distribution. This observation holds for the packet size distributions
Fys and MM , and for I',;5 and MM, .
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Figure 7.5: Occupancy distributions

each of the four different packet size distributions,
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6.2 Modelling of the Packet discard strategy

In this section, we study the performance of an ATM switch operating with the
Packet Discard Strategy. Firstly, we compare the packet loss probabilities obtained
from the M1*1/D/1 queueing model with threshold and those obtained from the
simulations. This comparison will show that our queueing model is a good
approximation of the cell arrival pattern even when the PDS is operational. Secondly,
we study the goodput performance of the PDS using both the queueing model and
simulations. Finally we use the M1%1/D/1 queueing model with threshold to study
the performance of the PDS by observing the packet loss probabilities and goodput
over a range of threshold values, traffic intensities and offered load. Recall from
chapter two that with the PDS, we have the overflow and underflow problem. In this
thesis we concentrate on investigating the overflow problem. Hence in this section
we set the proportion of the buffer above threshold to be large enough to
accommodate without loss all the packets in transit when the threshold is exceeded.

This applies to both the queueing model and the simulations.

H

To study the change'in the packet loss probabilities, we varies the specified threshold
value from 0 to 500 cells. The amount of traffic routed from each input port to the
designated output por:'t produces a loading of 70%, 80% and 90%. For a given packet
size distribution, simulations run for different threshold values and the results have
been interpolated. Results are presented in Figure 7.7 together with the corresponding
results from the M1%1//)/ 1 queueing model with threshold, respectively for all the

Packet size distributions considered.
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Fi 1.7 : iliti
gurc 7.7: PDS Performance: Loss Probabilitics vs Threshold with p — 0.70,0.80.0.90 and
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t the MI<1/D/1 queueing model with

It can be observed from Figure 7.7 tha
| system and are conservative. This

threshold closely matches the results of the actua

implies that even with the PDS in operation, there exists a si
Here, the similarity appears in the packet

PDS, the similarity appears in the buffer
s that once again the
e which varies

milar relationship

between group arrivals and the cell arrivals.
loss probability while in the case without the

occupancy distribution. We also observed from the figure

verti :
ertical distance between the two curves seems t0 be a constant valu
ever, the detail analysis of this

rvations support our
eline for design.

with different packet size distributions, how
relationship is the subject of ongoing work. These obse
M1/D/1 queueing model with threshold 1o be used as the guid
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We now study the change in goodput characteristics as the traffic intensity is varied.
For a given packet size distribution, simulations run for different traffic intensities
with different threshold values, and the results have been interpolated. Results are
presented in Figure 7.8 together with the corresponding results from the M{*1/D/1

queueing model with threshold.

Figure 7.8: PDS Performance: Goodput vs Offered Load for ¥ - 10
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Tt can be observed from Figure 7.8 that once again the Mixl/D/1 queueing model

i . nservative.
with threshold closely matches the results of the actual system and are co

alytical and simulation

i DS is ve
results show similar patterns. The performance of the system with the P . Ty
stain goodput even in the

For all the packet size distributions we considered, both the an

close to the ideal goodput of a system. The system has su
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overload region. Having such a good performance, the Packet Discard Strategy is yet
simple and can be easily implemented at the ATM layer. Choosing PDS as the basic
congestion control strategy for the UBR traffic should largely enhance the

performance of the ATM data network.

6.2.1 The queue statistics of the Af*1/D/1 queueing model with threshold

To facilitate the use of the M(*1/D/1 queueing model with threshold as the
guideline for the design of the PDS, we investigate the queue statistics of the
M%1/D/1 queueing model with threshold. For a given packet size distribution,
Figure 7.9, Figure 7.10, Figure 7. 11 and Figure 7.12 show the queue statistics of the
M*1/D/1 queueing model with threshold. In each of these figures, Graph (a) shows
how the probability of packet loss varies with the threshold value, for traffic loading
ranging from 50 to 90% . These graphs can be used to estimate the threshold value as
to be described in the following sub-section. Each Graph (b) shows how the goodput
varies with traffic loading, for different threshold values. The implications of these
graphs will be discussed in the next section. Each Graph (c) shows how the utilizatioln
factor varies with the threshold value, for traffic loading ranging from 50 to 90% .
With these graphs, v:fe observe how fast does an output port achieve maximum
possible goodput as the threshold value increases. When the system is underloaded,

the maximum possible goodput is equal to the offered load, and when the system is

overloaded, the maximum possible goodput is equal to unity. Each Graph (d) shows

how the probability of packet loss varies with traffic loading, for threshold values
ranging from 100 to 500. With these graphs, it can been seen that once the system 1s
overloaded, a percentage of packets must be di scarded regardless of the threshold

values. However, the packet loss probability can be minimized with a larger threshold

valye,
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Figure 7.9: Qucuc statistics for Fo
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Figure 7.11: Qucue statistics for
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With the analysis of the M(*]/D/1/x queueing model in the previous section, we '
observed that with the same packet mean length, higher variability in the packet
length distribution results in higher packet loss probability. This observation indeed

also holds in the case with threshold as shown in Figure 7.13.

Figure 7.13: Probability of packet loss vs Threshold with p = 0.80
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6.2.2 The selection of the threshold

With the similarities between the results from the queueing models and simu]ationi,
the results from the queueing model provide a satisfactory basis for design. Withia
particular traffic intensity, we select the threshold value required to achieve a
tolerable packet loss :probability for Markovian traffic pattem. Each Graph (2) in
Figure 7.9 to Figure 7.12 show the packet loss probabilities against threshold values,
for a range of traffic intensity and for different packet size distributions. These graphs

provide a guideline for the selection of threshold for the PDS. For example, with ,
MAN like packet size distribution, 80% traffic intensity and 10-2 packet loss | .
Probability, our estimated threshold value is 500 cells. Wwith LAN like packet size
distribution and the same traffic intensity, having such a threshold can achifa\j'ea.
Much better packet loss probability of 3.1x 10-5 . Note that this loss PI'OI.)abll'tY 1s
Calculated based on the discard of packets when the specified threshold is exceeded,

te i i ion.
the problem of buffer overflows is discussed in the next sectio

Ny

{ERICAL RESULTS




A PACKET DiSCARD STRATEGY FOR CONGESTION CONTROL IN ATM DATA NET'FORKS

6.3 The Packet Discard Strategy and the Cell Discard Strategy

Based on the M{*1/D/ 1 queueing system, in this section we present the
performance of an ATM switch operating with the PDS and that with the Cell
Discard Strategy. Graph (b)s of Figure 7.9 to Figure 7.12 in the last section show the
goodput against offered load for different threshold levels. It is observed that, for the
Markovian traffic pattern, quite moderate threshold levels are all that are required to
produce a performance near to the ideal even for the large packet distributions.
Similar performance is observed for the goodput of the system with different
threshold values. As the threshold increases, the goodput characteristic calculated
from the Mx)/1)/1 queueing model with threshold gets closer to the ideal goodput.
On the other hand with the Cell Discard Strategy, any increase in the buffer size can
only serve to improve the goodput where the offered load is around unity. This is
illustrated in Figure 7. 14.

Figurc 7.14: Performance without PDS: Goodput of MI</D/ 1B,
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To understand the goodput characteristi ' i
we analyse the consequence of increa:lr: ::Z::::i :lth e
Cell Discard Strategy, a larger buffer accommodates mz:r::ltlhe OHen'Ed -
s and will hence
produce a better goodput performance. When the system is underloaded, increasing
the offered load increases the number of incoming cells and hence increases the
goodput performance. However, even when the system is underloaded, there isstill a
possibility of buffer overflows because the cells come in a bursty nature rather than a
continuous one. hence cell loss multiplication occurs and goodput performance
degrades. This possibility of buffer overflows increases as the offered load increases,
and once the system is overloaded, part of the incoming cells must be discarded as
pointed out in the Graph(d)s in the last section, hence buffer overflows and cell loss

multiplication must occur, and goodput performance must degrade. As the offered

load increases above unity, the number of packets that must be discarded increases

and hence the goodput performance degrades further. These consequences may

e maximum goodput performance is around unity. Note that the
ad, however,

all packets.
the MM,

explain why th
goodput performance does not drop to zero evenl under sustained overlo
most of the packets that ge

This conjecture is supported b

t through without being corrupted should be sm
y the goodput characteristic asscciated with
rve in the overloaded region, the goodput

is the best among the others. Recall
% of the

packet size distribution. We obse
performance associated with the MM, from the
beginning of this chapter that with the MM,
packets generated contain only two cells. The
going through the switch without being discarded i
related cells. Hence the goodput characteristic assocl
distribution is the best among the others in the overload

holds,

packet size distribution, 73
probability of having two related ¢

s higher than other number of
packet size

ells

ated with the MM,
region and our conjecture

We now compare the analytical results on the performance of the PDS and that of the

Cell Discard Strategy. Note that the performance of th

////82'

e PDS also depends on the |

N
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buffer size above threshold. If it is not large enough to accommodate all the packets
in transit, overflows and hence cell loss multiplication will occur as pointed out in
Chapter 2. Therefore in this comparison, we set the threshold T for the PDS to be 100
cells and the buffer size B for both discard strategy to be 400 cells. That is, the buffer
size above threshold is three times the one below, which we refer as having a buffer
size ratio of 1:3. For each of the packet size distributions, our simulations show that
with such a bufter size ratio for the PDS, overflow does not occur within the
respective run time periods as specified in the beginning of this chapter. We believe
that with such a buffer size ratio for the PDS, the probability of cell loss due to buffer

overflows could be neglected, but it is the subject of ongoing work.

Results for the comparison are presented in F igure 7.15 which shows that the goodput
performance obtained with the PDS is seen to be very nearly ideal providing 100%
goodput in the overload region. By companson the goodput performance of the
System with the Cell Discard Strategy degrades quite rapidly with increasing
overload or congestion. Even though the goodput of the M1=l/1)/1/B queue
doesn’t drop to zero immediately once it is overloaded, it should be noted that most
of the packers that g¢ though without being corrupted are small packets. On the other
hand, the Systems with PDS doesn’t have bias towards small packets at all. It
maintains on the outpﬁt the same packet size distribution as the packets come. These
results are reasonable as with the PDS, cells belonging to cormbted packets are
Prevented from entering the buffer and going through the output port. However, with
the Cell Discard Strategy, cells from corrupted packets are admitted into the buffer
ad bandwidth of the output port is hence wasted.

From Figure 7.15 we observe that with the same threshold value and buffer size, the

Pertormance with packet size distributions F, o3 and MM is better than that with F;

MERICAL REStiTS
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and MM, , where F s and MM, contain relatively smaller packets. This implies

larger threshold values are required for packet size distributions with larger packets.

Figure 7.15: Performance with and without PDS: A Comparison of Goodput
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Next, we demonstratg the effect of buffer overflows with the PDS. We observed in

this chapter thay for the PDS, the buffer occupancy distributions below threshold

Obtained from the anal
how
We derived jp (84) that in ord
above thresholq should be G
Packet size distribution. Ho
this point ang the effe

ytical model are related to those from the simulations,

cver, the distributions above threshold are not related. In our queueing analysis,
er to eliminate buffer overflows, the buffer size required
max = | where G, is the maximum packet size of a

wever with cell arrivals, this is not the case. To illustrate

N cts of overflows with PDS, we set the buffer size to be
+G

max = | for each of the packet size distributions with their respective GG

-\'U.-w_rmc ALRE

SCLTS
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The comparison of the PDS and Cell Discard Strategy for the AfM, packet size

distribution is shown in Figure 7.16.

Figure 7.16: MAN traffic - the comparison of PDS and CDS with T=216 and B=29S and MM,
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With 141, , the maximum packet size is 80 and we set the threshold to be 216. This
made the bufFer size above threshold to be 0.37 times the one below. Tt can be
Observed that with such a low buffer size ratio, simulation shows that the
Performance with the PDS does degrade due to buffer overflows above threshold,
however, such performance is still far better than the one with Cell Discard St.rategy,

especially in the overload region.
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Figure 7.17: LAN traffic - the comparison of PDS and CDS with T=58 and B=89 and Af},

queueing model
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Figure 7.17 shows the same comparison for the a1, packet size distribution. Here,
the buffer size above threshold is 0.56 times the one below. The performance with the
PDS does degrade but much less serious than the one with the s, packet size
distribution. This suggests that apart from the buffer size ratio, the packet size
distribution may also be a key to the dimensioning of the buffer size with Packet
Discard Strategy, but is the subject of ongoing work. The comparisons immediately

above are also reported in our paper [22] together with another packet discard
Strategy based on buffer allocation.
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